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Does few-shot classification need fancy meta-learning?

Best meta-learning results 
in the past 5 years

DINO pre-training + ProtoNet  
(transfer learning)

ProtoNet with no pre-training



What is our recipe for a transfer learning pipeline?

Domain A

Domain B

Class 1 Class 2 Class 3

Class 4 Class 5 Class 6

Support set Augmented support set

Pre-trained backbone

External data

Meta-trained backbone Task-specifically fine-tuned backbone

Pre-trained ViT Meta-training  
(e.g. ProtoNet)

Fine-tuning  
with validated lr



Questions behind the recipe

• Q1:  How does pre-training regime affect few-shot learning?


• Q2:  Is ViT better suited for few-shot learning?


• Q3:  How to best exploit fine-tuning for meta-testing?



Q1:  How does pre-training regime affect FSL?

Without pre-training larger  
networks can be worse:  
e.g., ResNet50 < ResNet18

Pre-training alone may be  
 ProtoNet (PN) baseline>

Pre-training offers a strong  
feature to boost PN baseline



Yes, DINO ViT yields a 
stronger FSL baseline

ViT-small > ResNet50

Better foundation models 
make the baseline stronger

Q2: Is ViT better suited for FSL?



Q3: How to best exploit fine-tuning for meta-testing?

In-D for MDOut-D for IN

Fine-tuning during meta-testing  
improves substantially for Out-D

Validating the best learning rate  
for each domain is important

Fine-tuning of Out-D  
 meta-training of In-D≈

In-D Out-D



Comparison with SOTA: Meta-Dataset

+ 6.7%

+ 4.8%



Comparison with SOTA: Cross-domain FSL

+ 4.5% + 7.0% + 4.0% + 0.8%



Thank you for your attention! 
 

Please come to visit our poster  
on June 22nd at 2:30 PM 

Session 2.2: transfer / low-shot / long-tail learning 
ID 110b


