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How can we make use of the unlabeled data (aka., the query set) in meta-learning?
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Figure 1. A comparison between MAML and our method (SIB) is shown in (b) and (c). MAML is an inductive method since, for a task ¢, it first constructs a
variational posterior gy« (a Dirac delta distribution) as a function of the labeled set d', and then apply qgr on the unlabeled set x;; while SIB constructs a better

variational posterior as a function of both d, and x;: it starts with an initialization 0)(d.) generated using the labeled set d', and then yields 82 by running K synthetic

gradient steps on the unlabeled set ;.

From hierarchical Bayes to empirical Bayes Learning with variational inference in EB

Exact :

Consider N tasks and the associated data D = {d; = (x4, y1) 12
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Unrolling exact inference with synthetic gradient |2]

How do we implement the amortization network ¢(d., x;)? The best is through

the exact inference ¢(dj, x¢) = arg ming, Dy, (q@t(wt) pw,f(wt\dt)). However,
we don't have access to y; at test time. Instead, we unroll the optimization by
parameterizing (a) the initialization f? and (b) the gradient
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Few-shot classification on Mini-lmageNet

Mini-lmageNet, 5-way CIFAR-FS, 5-way
Method FeatNet f  1-shot b-shot 1-shot bH-shot
MAML [1] Conv-4-64 48.7+1.8% 63.1+£0.9% 58.94+1.9% 71.5+1.0%
cctrot [4] Conv-4-64 54.84+0.4% 71.9+0.3% 63.5+0.3% 79.8+0.2%
SIB K=0 Conv-4-64 50.0::0.4% 67.0::0.4% 59.2 0.5% 75.4::0.4%
SIB K=3 Conv-4-64 58.0+0.6% 70.7+0.4% 68.7+0.6% 77.1+0.4%

cctrot [4] WRN-28-10 62.9+0.5% 79.9+0.3% 73.6+0.3% 86.1+0.2%
SIB K=0 WRN-28-10 60.6+0.4% 77.5+0.3% 70.0£0.5% 83.5:0.4%
SIB K=1 WRN-28-10 67.3:0.5% 78.8+0.4% 76.8+0.5% 84.9+0.4%
SIB K=3 WRN-28-10 69.6:+0.6 % 78.9+0.4% 78.4+0.6% 85.3+0.4%
SIB K=5 WRN-28-10 70.0£0.6% 79.20.4% 80.0+0.6% 85.3+0.4%
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Inductive : min mm Z Dy <q¢(dz)(wt) pqp,f(wt‘dt)>
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Link to information bottleneck [3]

Consider an abstract variational posterior
q(wld, t) with inference & generative processes:

Inference :  q(w, d,t) = q(t)q(d|t)q(w |d,t)
Generative : p(w, d,t) = p(d|w,t)p(w)q(t)

Theorem (generalization analysis of EB via IB)

If ¢; is o-subgaussian under q(w|t)q(z|t), then
ggllur; () g(dlt) _DKL(CI(w d,t) || p(w]|d, t))_
> I (w;d|t)— B I, ,(w;d|t) with § =1
> s gen(q)” — B I, (wid|t)
where [, and I, ,, are mutual information and cross
mutual information respectively and

gen(q) = Eyq(dit)g(wla.t) | Evmg( ) 108
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